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(γ: hyperparameter, encourages skimming)

Goal: minimize 9[!′ θ ]=∑; !′ θ; % Pr(%)
→ sample space = 2T for % = [%., … , %/]

Gumbel-Softmax
• Biased but low variance, good empirical results

• Reparameterize ℎ, = A,
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(S ~ Gumbel 0,1 , τ: hyperparameter)
• Slowly anneal (decrease τ), making the distribution 

more discrete to allow differentiation with stochasticityModel
Consists of two RNNs, sharing hidden state
• Big RNN (hidden size of d)

updates the entire hidden state. O(d2)
• Small RNN (hidden size of d’, where d≫d’)

updates a small portion of the hidden state. O(d’d)

c,: Input state at d,
ℎ,: Hidden state at d, 
%,: Random variable for skim decision at d

e,=softmax(α c,, ℎ,f. )
%,~ Multinomial(e,)

ℎ, = g
h c,, ℎ,f. , ih %, = 1
[hj c,, ℎ,f. ; ℎ,f.[kj + 1: k]], ih %, = 2

(h, hj: big and small RNN, respectively)

Related Work
LSTM-Jump (Yu et al., 2017)

• Skip rather than skim
• No outputs for skipped time steps

Variable-Computation RNN (VCRNN) (Jernite et al., 2017)

• Use 1 RNN, and controls # of hidden units to update 
by making a d-way decision

• Required to be invariant of # of hidden units being 
updated

• Computing loss is more intractable (dT vs 2T)

Experiments
Text Classification (w/ LSTM)

Question Answering (SQuAD) (w/ LSTM+Attention)
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Flop-R (Float operation Reduction) 

d’ = 10 
d’ = 0 

Dataset SST Rotten Tomatoes IMDb AGNews
Regular 86.4 82.5 91.1 93.5

LSTM-Jump - 79.3 / 1.6x Sp 89.4 / 1.6x Sp 89.3 / 1.1x Sp

VCRNN 81.9 / 2.6x FLOP-R 81.4 / 1.6x Sp - -

Skim-RNN 86.4 / 3.0x FLOP-R 84.2 / 1.3x Sp 91.2 / 2.3x Sp 93.6 / 1.0x Sp

F1 Exact Match FLOP-R
Regular 75.5 67.0 1.0x

VCRNN 74.9 65.4 1.0x

Skim-RNN 75.0 66.0 2.3x

▲ Accuracy, Floating point operation reduction (FLOP-R) and Speed-up (Sp). Skim-RNN 
achieves comparable to/better than regular RNN and related work, with up to 3.0x FLOP-R.

▲ Skim-RNN achieves comparable result to Regular RNN with 2.3x FLOP-R on SQuAD.

▲ Examples on IMDb. Skim-RNN skims black words and fully reads blue words.

◀ Trade-off between F1 and FLOP-R, 
obtained by adjusting the threshold for 
the skim. d’=10 & d’=0.

▲ Examples on SQuAD with Skim-RNNs in different 
levels. Upper LSTMs skim more than lower LSTMs do.

Motivation
RNN on CPUs
• RNNs are slow on CPUs/GPUs
• CPUs are often more desirable than GPUs

Human Speed Reading
• Skim unimportant words and fully read important words

Our contributions
• Dynamically decide which one to use between big and 

small RNN with shared hidden state
• Same interface as standard RNN → Easily Replaceable
• Computational Advantage over standard RNN on CPUs 

with comparable/better accuracy


