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What is Question Answering?



What is water consisted of?

Hydrogen and oxygen!



Parsing and Reading



Parsing: answer from structured data

What is water consisted of?

oxygen

Water

hydrogen

Hydrogen and oxygen!

consists_of

consists_of

consists_of(water, ?)



Knowledge Graph

Amazon Knowledge Graph



Tables

Pasupat & Liang, 2015



(First-Order) Logic

In triangle ABC, line DE is parallel wi
th line AC, DB equals 4, AD is 8, and 
DE is 5. Find AC.
(a) 9   (b) 10  (c) 12.5   (d) 15   (e) 1
7

B

D E

A C

IsTriangle(ABC) ∧ Parallel(AC, DE) ∧

Equals(LengthOf(DB), 4)  ∧ Equals(LengthOf(AD), 
8) ∧ Equals(LengthOf(DE), 5) ∧ Find(LengthOf(AC))

Text
Input

Logical
form

Seo et al., 2015



Reading: answer from unstructured data

What is water consisted of?

Nature
Water is a chemical substance that is 
composed of hydrogen and oxygen and is 
vital for all known forms of life. In typical 
usage, "water" refers only to its liquid form 
or state, but the substance also has a solid 
state, ice, and a gaseous state, water vapor, 
or steam.

Hydrogen and oxygen!



Search & Read

Chen et al., 2017



Search & Rank & Read

Lee et al., 2018



Parsing vs Reading

• Speed
• Domain
• Complexity



Parsing vs Reading: Speed

What is water consisted of?

consists_of(water, ?)

Parser

ExecutionKG

Hydrogen and oxygen

Reader

What is water consisted of?

Search

Hydrogen and oxygen



Parsing vs Reading: Domain

• Parsing is ontology- and KG-dependent
• Designing comprehensive ontology is difficult
• Constructing comprehensive KG is expensive

• Reading is ontology-free, open-domain

In an interview with Association for Psychological 
Science, Levine believes the key to being a great 
researcher is having passion for what you do 
research in and working on questions that you are 
truly curious about.

Q: “How do you become a great researcher?”



Parsing vs Reading: Complexity 

• Multi-hop reasoning
• “What are the atomic numbers of the elements in water?”

atomic_number(A) s.t
consists_of(water, A)

Parsing Reading

Need text that explicitly 
contains the information. 



Parsing vs Reading

Parsing Reading

Speed Fast Slow

Domain Limited Ontology-free, open-domain

Complexity Multi-hop reasoning Limited



tl;dr:
It is clear that we need to consider both



Solution #1: a pipeline

question

Parser

Reader

Router

Answer 1

Answer 2



Solution #2: a unified model?

question
Unified 
Model Answer



Today’s Talk

• Intro: About Question Answering & Reasoning
• Parsing: SOTA on WikiSQL
• Reading: Real-time Open-domain Question Answering
• Towards a Unified Model
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WikiSQL: NL2SQL Task

• Natural language to SQL

Zhong et al., 2017



SQLova (Hwang et al., 2019)



SQLova (Hwang et al., 2019)



SQLova Results



And it’s near upper bound…



Parsing vs Reading

Parsing Reading

Speed Fast Slow

Domain Limited Ontology-free, open-domain

Complexity Multi-hop reasoning Limited



Fundamental limitation of parsing:
it is ontology- and KG-dependent by 

definition



Today’s Talk

• Intro: About Question Answering & Reasoning
• Parsing: SOTA on WikiSQL
• Reading: Real-time Open-domain Question Answering
• Towards a Unified Model



Parsing vs Reading

Parsing Reading

Speed Fast Slow

Domain Limited Ontology-free, open-domain

Complexity Multi-hop reasoning Limited



Reader: answer from unstructured data

Second Epistle to the Corinthians The 

Second Epistle to the Corinthians, often 

referred to as Second Corinthians (and 

written as 2 Corinthians), is the eighth book 

of the New Testament of the Bible. Paul the 

Apostle and “Timothy our brother” wrote 

this epistle to “the church of God which is 

at Corinth, with all the saints which are in all 

Achaia”.

Who wrote second 

Corinthians?

Rajpurkar et al., 2016
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SQuAD (Rajpurkar et al., 2016) 

• 100,000+ paragraph-question-answer pairs
• First phrase-level answers
• First massive and manually annotated QA dataset
• Easy to play with, but has a direct useful application



100+ models in 
two years!







5% higher 

than humans



Great, but how fast is it?

Hmm... 1s per document?



1s



5.6 Million Documents

3 Billion Words



Great, but how long does it take?

Hmm… 1s per document?

So… 6 days.



One week?

!#$@*%(@*@

Actually, I will just retrieve a few 

documents, and just read them!



1961

Chen et al., 2017



Still slow, and
error propagates… 



1961

direct and fast reader?

?



5.8 days
5.6M documents

4,000x slower5,000,000x shorter

0.1s CPU

Titan Xp



20 billion times faster?



This is a Green Factory Library.



History

Art

IT

.

.

.

Novel

When did Korean War 
break out?

A

B

K

.

.

.



Precompute vectors.
Organize vectors.



[0.3, 0.5, …]

[0.7, 0.1, …]

[0.6, 0.2, …]

.

.

.

[0.4, 0.4, …]

When did 
Korean War 
break out?

[…]

[…]

[…]

.

.

.

[0.5, 0.1, …]

[0.3, 0.4, …]

[0.4, 0.5, …]

[0.8, 0.1, …]

[0.4, 0.4, …]

[0.4, 0.3, …]

Cluster similar vectors

MIPS



Kernel types

• Symmetric: proper metric functions (Nearest Neighbor Search)
• L2
• L1
• Angular distance

• Asymmetric: inner product (MIPS)
• Dot product (cosine distance)



!(#$% log $ )

!(#$)

*= approximation factor (<1)

Shrivastava and Li, 2014



Sublinear-time approximation.
Very fast.



Document à Phrase?



Super Bowl 50 !"
American football game !#

National Football League !$

Denver Broncos !%
…

Which NFL team 
represented the 
AFC at 
Super Bowl 50?

&

MIPS



Mathematically…
• document d 와 question q are given:

!" = argmax
)

*+("|.; 0)

*+("|.; 0) ∝ exp(5+ ", ., 0 )

*+("|.; 0) ∝ exp(7+(.) 8 9+(", 0))

where

As-is: need to compute 
score for every new query

To-be: H can be pre-
computed and indexed

Decomposition



But the decomposition is not easy.



A new research problem:
Phrase-Indexed Question Answering

(PIQA)

Seo et al., 2018



PIQA (Seo et al., 2018)

Decomposability 
gap



DeSPI (Seo & Lee et al., 2019)

Exact search: 6000 times faster than DrQA, 5M times faster than BERT

Decomposability 
gap



DeSPI (Seo & Lee et al., 2019)



Demo



Today’s Talk

• Intro: About Question Answering & Reasoning
• Parsing: SOTA on WikiSQL
• Reading: Real-time Open-domain Question Answering
• Towards a Unified Model
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Parsing Reading

Speed Fast Slow
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Complexity Multi-hop reasoning Limited
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Complexity Multi-hop reasoning Limited



Can a reader handle complex queries? 



Have people tried it?

• Yes, on synthetic data: bAbI (Weston et al., 2016)
• Syntactically simple (synthetic) text
• Predefined types of reasoning

• And Yes, on state changing dataset: ProPara (Dalvi et al., 2018)
• About single entity
• The state of the entity changes throughout the text sequentially

• Another Yes, on multi-hop QA dataset: HotpotQA (Yang et al., 
2018)
• SQuAD-like, but multi-hop and open-domain



bAbI (Weston 
et al., 2016)



End-to-end Memory Networks 
(Sukbaatar et al., 2015)



Query-Reduction Networks 
(Seo et al., 2017)



bAbI QA Results (10k)
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ProPara (Dalvi et al., 2018)

• Real data
• Sequentially state-changing



QRN (Seo et al., 2017) vs 
ProStruct (Tandon et al., 2018)



HotpotQA (Yang et al., 2018)



So, when is reader capable of 
end-to-end reasoning?

• Syntactically simple sentences (bAbI)
• Sequential reasoning (ProPara)
• Strong supervision (ProPara, HotpotQA)



Conclusion

• Parser and Reader have different strengths
• Making Parser open-domain, ontology-free is hard (or 
doesn’t make sense by definition)
• Reader is starting to overcome some of its bottlenecks (e.g. 
speed, reasoning)
• Future research will get us closer to a true unified model for 
question answering and reasoning



Thanks!

• minjoon.seo@navercorp.com
• seominjoon@gmail.com
• https://seominjoon.github.io

mailto:minjoon.seo@navercorp.com
mailto:seominjoon@gmail.com
https://seominjoon.github.io/


DecaNLP (McCann et al., 2018)
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